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When did you last see an empirical study in the social sciences that reported on 

measurement error in the context of a quantitative survey and how these errors might 

affect the research findings?  

 

Measurement errors are everywhere in survey data. They are unavoidable, however good the 

survey instrument is and however well trained and competent enumerator teams are. Errors 

can result from survey questions that invite different interpretations, from questions that are 

time-sensitive, from enumerator entry or judgment errors, or simply from respondent fatigue 

and approximations.  

Measurement errors are so ubiquitous in human activity generally speaking that Kahneman 

et al. refer to it as a “flaw in human judgment” in their most recent book, Noise. The book is 

full of real-life examples of how well-trained physicians disagree on the diagnosis of patients, 

or how different judges can come to diverging sentence decisions for similar crimes. In the 

case of medical misdiagnosis or a prison sentence, the effects of error are hard to miss. But 

what happens in the realm of econometrics? 

 

Measurement error: definition and implications 

Measurement error is a well-researched problem in econometrics, but unfortunately it hasn’t 

made its way from the literature to applied research. We all analyze our data as if what we 

“observe” in a survey is indeed the ground truth, which it is not. 

What is measurement error? An error in measurement can be defined as the difference 

between the value recorded during a measurement, or data collection, and what is the actual 

truth. Examples: 

• the difference between the reading on a scale and the true weight of a child 

(continuous variable) 

• an enumerator classifies a given farming practice as adopted, when in reality it was 

not (categorical variable)   

Errors can be due to, for example, data coding errors, self-reporting, single measurements of 

variable longitudinal processes, or imprecise measurement instruments (Brakenhoff et al., 

2018). 
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Measurement error vs misclassification 

Measurement error is defined slightly differently for continuous variables and for 

categorical/binary variables, where we talk about misclassification.  

To understand why the two are slightly different, imagine if the distribution of error were 

completely random. Then for a continuous variable we might be able to describe error as 

the true value plus a positive or negative error term. Under randomness, this error term 

would be completely independent of the true value of the variable.  

That is impossible in the case of binary, categorical or discrete variables (or any variable 

that is bounded for that matter). If the error for each observation in a binary variable were 

defined as: Error = True value - Observed value. Then if the observed value is 0,  the error 

term can only take the values 0 if there is no error or 1 if there is an error; if the observed 

value is 1, then the error term can only take the values 0 or -1. This implies that errors will 

always be correlated with the true value of the binary variable we are trying to measure.  

For more on this, see this excellent blog post. 

 

In very broad strokes, the econometrics literature distinguishes between:  

• random measurement errors, which are not correlated with any respondent 

characteristics and can be an under or over-estimation of a variable; 

• systematic measurement errors, which are either under- or over-estimations of a 

variable; or  

• differential errors, which correlate with one or more respondent characteristics.  

In the context of a regression, measurement errors or misclassification can affect the 

dependent variable and/or one or more covariates.  

The literature has established that errors or misclassification can result in a ‘triple whammy’ 

of bias, imprecision, and an attenuation, that can make it difficult to establish relationships 

between variables (Carroll et al., 2006). In the example below we show that it can also lead to 

a fourth issue, that, to the best of our knowledge, does not seem to be addressed in the 

literature: the effect of misclassification on the validity of experimental results. 

 

How misclassification undermines the assumption of parallel trends  

An example always helps. Let’s create an imaginary experiment, where a sample of maize 

farmers are randomly allocated to two groups: a treatment group, where farmers receive some 

training on good maize farming practices, and a control group. We assume that at baseline 

50% of maize farmers in the treatment and control groups adopt a specific farming practice, 

let’s say mulching. We also assume that the treatment leads to a 10 percentage point increase 

in the adoption of mulching between baseline and endline. Since we are the creators of this 

synthetic dataset, we can create the true values of adoption and we can also determine what 

we observe at baseline and endline.  

https://www.econometrics.blog/post/beyond-classical-measurement-error/
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We assume that during field observations enumerators struggle to determine whether a farmer 

has mulched their farm or not (which is, from our own field experience, a realistic scenario). 

Sometimes the enumerators misclassify mulching as non-mulching, a false-negative, and 

sometimes they might think a farmer has mulched, when in fact they haven’t, in which case 

we talk about a false-positive. We assume that the probability of both types of errors is 

different. 

We can now take this hypothetical scenario and run 1,000 simulations, each time with a 

different combination of false-positive and false-negative rates, assuming these rates are 

consistent at baseline and endline. This will give us 1,000 baseline/endline datasets which we 

can use to measure treatment effect.  

For this thought experiment, we will measure the treatment effect using two separate 

approaches:  

• a difference-in-difference approach; and  

• a difference-with-a-lag approach, by regressing the change in adoption over time 

against adoption at baseline and the treatment status.  

 

We find that in the presence of misclassification (irrespective of whether false positive errors 

or false negative errors dominate): 

• We obtain an erroneous measure of adoption at baseline and endline (which means 

the constants in the regressions are wrong) 

• We almost always underestimate the treatment effect (this is called attenuation bias). 

Using the actual values of the data, we estimate a treatment effect of 9.8 percentage 
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points, versus 6.6 percentage points using the difference-in-difference method based 

on observed data; 

• We find that the attenuation bias increases along with the average error rate, estimated 

as the proportion of measurements that were misclassified (see figure 2); 

• But interestingly, we obtain different estimates of the treatment effect using the 

difference-in-difference and difference-with-a-lag approach. The difference with a lag 

approach almost always yields estimates that are closer to the real value of the 

treatment effect (see figure 1). 

 

Figure 1 - Distribution of treatment effects using the two models, 1,000 simulations 

 

 

Figure 2 - Association between error rate and estimated treatment effect, using the difference with a lag, 1,000 
simulations 
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In this context, difference-in-difference estimates seem to be more susceptible to 

measurement errors. The most probable explanation is that the assumption of parallel trends 

does not hold anymore. This assumption, which is so central to difference-in-difference 

estimation, states that in the absence of any intervention, the treatment and control groups 

would have evolved in parallel. This assumption cannot hold in the presence of 

misclassification, if simultaneously there is: 

• a difference in adoption rates between the treatment and control groups at baseline; 

and  

• a difference in the probability of false positives and false negatives.  

 

Why? Because in the absence of any intervention, the observed trajectory of both groups 

would have been entirely determined by misclassification rates (assuming no other changes); 

if the starting point of those two groups is different, then their observed trajectories will be as 

well.  

We can see in figure 3 that, indeed, the difference in adoption rates at baseline between the 

treatment and control groups, is strongly predictive of the difference in the estimated treatment 

effect using the difference-in-difference method compared to the difference-with-a-lag 

approach, which does not assume parallel trends.  

 

Figure 3 - Difference in the estimated treatment effects vs difference in adoption at baseline between treatment 
and control, 1,000 simulations 
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In summary, misclassification, and measurement errors more broadly, can severely 

compromise well-crafted experiments and surveys. What’s more, we’re often unaware of it. 

 

Should you worry about the effects of misclassification errors?  

The answer is absolutely, especially if: 

• You are collecting data on things that are difficult to measure (e.g., income, 

productivity) 

• Your survey instruments ask questions that rely on recall or are time-sensitive 

• You are working with data that depends on the judgment of enumerators; 

• You are collecting data based on observations; 

• You are asking the same question about a household, from different household 

members in different households (for example a woman in one household, a man in 

another, because they can perceive things differently) 

• You think the assumption of parallel trends holds in the real world. 

The good news: there are econometric ways to deal with measurement error and 

misclassification; the bad news: it’s really not for the faint hearted and these methods also 

come with many limitations.  

 

Our advice to limit measurement error in survey data 

Here are a couple of best practices we learned from our experience:  

• Invest in testing & improving your instruments ahead of time: a pilot survey will expose 

weaknesses to be corrected.  

• Use measures of inter-rater reliability to understand where measurement errors might 

be coming from: it can be a specific question that needs to be improved, or from an 

enumerator that needs some extra training. 

• Use back-checks on key variables of interest to estimate error rates: once you have 

an estimate of error rates, bias correction-methods become much more accessible 

(don’t just use back-checks to check on enumerators). 

• As tempting as they are, avoid asking questions about things that are so incredibly 

difficult to measure, like income and farm productivity. Try to use proxies that are more 

reliable.  

• Reflect on the type of measurement errors you might be facing and acknowledge them 

in your paper/report. 

• Run some simulations by injecting errors into your data and see what happens. 

• Read up on the measurement-error literature and try out some of the solutions that are 

proposed. 
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